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Abstract Pickup and delivery problems constitute an important class of vehicle routing problems in which objects or people have to be collected and distributed. This paper introduces a general framework to model a large collection of pickup and delivery problems, as well as a three-field classification scheme for these problems. It surveys the methods used for solving them.
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1 Introduction

Pickup and delivery problems (PDPs) constitute an important class of vehicle routing problems in which objects or people have to be transported between origins and destinations. These problems, which have been studied for more than 30 years, arise in many contexts such as logistics, ambulatory services, and robotics. Most existing PDPs can be defined within the following general framework. Let $G = (V, A)$ be a complete and directed graph with vertex set $V = \{0, \ldots, n\}$, where vertex 0 represents the depot, and each remaining vertex represents a customer. The arc set is defined as $A = \{(i, j) : i, j \in V, i \neq j\}$. Each arc $(i, j) \in A$ has a non-negative length or cost $c_{ij}$ (usually equal to the travel time) satisfying the triangle inequality. Let $H = \{1, \ldots, p\}$ be a set of commodities representing types of entities to be transported. Each vertex, including the depot, can either need or supply a non-negative amount of each commodity. Let $D = (d_{ih})$ denote a commodity matrix, where a positive $d_{ih}$ is the amount of commodity $h$ supplied by vertex $i$, and $-d_{ih}$ is the amount of commodity $h$ required by vertex $i$ if $d_{ih} < 0$. In some contexts associated with passenger transportation, it is more natural to use the term “request” instead of “commodity”, but from a modeling point of view these two terms can be used interchangeably. It is assumed that $\sum_{i \in V} d_{ih} = 0$ for each commodity $h \in H$. That is, for each commodity the total supply and the total demand are in equilibrium. Let $K = \{1, \ldots, m\}$ be a set of available vehicles, each of capacity $Q$. The subset $T \subseteq V$ designates transshipment vertices at which vehicles are allowed to temporarily drop an amount of any commodity and pick it up later, possibly with another vehicle. A vehicle can either pick up or deliver the entire amount of a commodity available or required at a vertex. A route is a circuit over some vertices, starting and finishing at the depot. PDPs consist of constructing at most $m$ vehicle routes such that:

(i) all pickup and delivery requests are satisfied;
(ii) no transshipments of commodities are made at vertices of $V \setminus T$;
(iii) the load of a vehicle never exceeds its capacity;
(iv) the sum of route costs is minimized.

Since usually the cost $f$ of a route consists of the sum of the costs associated with the arcs used by the route, this will be assumed unless stated otherwise. Additional assumptions and constraints on vehicle routes may be present depending on a specific problem, such as time windows, or multiple visits at some vertices. In some problems with specific side constraints, the cost function $f$ may include additional information such as the quality of service to the users.

It is convenient to classify PDPs according to the following simple three-field scheme: [Structure|Visits|Vehicles]. The first field, called structure, specifies the number of origins and destinations of the commodities. In many-to-many problems (M-M), any vertex can serve as a source or as a destination for any commodity. In one-to-many-to-one problems (1-M-1), commodities are initially available at the depot and are destined to the customer vertices; in addition, commodities available at the customers are destined to the depot. The sets of pickup and delivery customers are not necessarily disjoint (Ropke and Pisinger 2006b) and often coincide, as is the case in the distribution of beverages and the collection of empty cans and bottles (see, e.g., Privé et al. 2006). Finally, in one-to-one problems (1-1), each commodity has a given
origin and a given destination. Problems of this type arise, for example, in courier operations and door-to-door transportation services (see, e.g., Cordeau and Laporte 2003a). The second field provides information on the way pickup and delivery operations are performed at customer vertices. We use the notation PD to indicate that each customer vertex is visited exactly once for a combined pickup and delivery operation, P-D if these two operations may be performed together or separately, and P/D for the case where each customer vertex either has a pickup or a delivery request but not both, so that either a pickup or a delivery operation is performed at each vertex. In addition, we use the letter T whenever some vertices may be used as transshipment points. Finally, the third field gives the number of vehicles used in the solution. Whenever a field is undefined, we use the notation “—”. Clearly, this classification does not fully capture all intricacies of PDPs, such as side constraints, alternative objectives, number of commodities, etc., but we believe such schemes only work if they are parsimonious.

The different origin-destination structures and the varied number of commodities of PDPs are also reflected in the structure of the commodity matrix. For instance, in a single-commodity problem known as the Q-Delivery Traveling Salesman Problem (Q-DTSP) (Anily and Bramel 1999), the commodity matrix $D$ reduces to a vector. In the Dial-a-Ride Problem (DARP) (Cordeau and Laporte 2003a), the commodity matrix contains exactly one non-zero value in each row other than the one associated with the depot. This framework also allows the modeling of PDPs with transshipments, where objects may be dropped temporarily at intermediate vertices (Mitrović-Minić and Laporte 2006). In this case, the rows in the commodity matrix associated to the transfer vertices contain only zero entries. An advantage of this framework over that of Savelsbergh and Sol (1995) is that it allows modeling many-to-many problems such as the Q-DTSP, the Swapping Problem (SP) (Anily and Hassin 1992), and the One-Commodity Pickup and Delivery Traveling Salesman Problem (1-PDTSP) (Hernández-Pérez and Salazar-González 2004b).

Another important dimension present in PDPs relates to the availability of information. In static problems, all information is assumed to be deterministic and known a priori. In dynamic problems, information is gradually revealed over time. Solving dynamic problems entails devising a solution strategy that will adjust a current solution in the light of new information (Mitrović-Minić et al. 2004). In stochastic problems, some of the data (e.g., demands, travel times, etc.) are random variables whose distributions are usually known (Powell et al. 2005; Fu and Rilett 1998). This paper is devoted to static problems which have been studied the most. The remainder of this paper is organized as follows. Sections 2, 3, and 4 are devoted to the three important classes of PDPs called many-to-many problems, one-to-many-to-one problems, and one-to-one problems, respectively. Conclusions follow in Sect. 5.

2 Many-to-many problems

Pickup and delivery problems with a many-to-many structure are characterized by several origins and destinations for each commodity. The relevant literature refers mostly to single vehicle scenarios and is rather limited. This can probably be explained by the fact that many-to-many problems are not frequently encountered in
practice. Three problems will be reviewed in this section. Sections 2.1, 2.2, and 2.3 survey the literature of the Swapping Problem, the One-Commodity Pickup and Delivery Traveling Salesman Problem, and the Q-Delivery Problem, respectively. The first of these problems is a multi-commodity problem, while the other two deal with a single commodity.

2.1 The swapping problem \([M-M|P-D|1]\)

The Swapping Problem (SP) is a many-to-many, \(n\)-commodity PDP introduced by Anily and Hassin (1992). It deals with the swapping of objects between vertices of \(V \setminus \{0\}\) with a single vehicle. The SP contains the following restrictions: (i) \(m = 1\); (ii) \(Q = 1\); (iii) the row associated to each vertex \(j \in V\) in the matrix \(D\) has at most two non-zero values \(d_{jh1}\) and \(d_{jh2}\) in the set \([-1, 1]\) with \(d_{jh1} \neq d_{jh2}\). The first and second restrictions state that the SP is a single vehicle problem with unit capacity. The third restriction states that each vertex requests or supplies at most one commodity. In addition, the amount requested or supplied is one unit. Figure 1 depicts a simple example with three commodities and four customer vertices.

The SP can be preemptive or non-preemptive. In the preemptive case \(T = V\) means that objects may be temporarily dropped at any vertex. This case is denoted by \([M-M|P-D-T|1]\). In the non-preemptive case no transshipments are allowed, i.e., \(T = \emptyset\). The version of the SP in which \(T \neq \emptyset\) and \(T \neq V\) is sometimes called the Mixed Swapping Problem. The restriction that each vertex supplies or demands at most one object can be overcome by replicating vertices that supply or demand multiple objects. As noted by Anily and Hassin (1992), the SP is NP-hard (Garey and Johnson 1979), even for a unit capacity vehicle. To see this, consider an instance of the Traveling Salesman Problem (TSP), duplicate each vertex \(i\) into \(i'\) and \(i''\), set \(d_{i'1} = d_{i''2} = 1, d_{i'2} = d_{i''1} = -1, c_{i'i''} = 0\), \(H = \{1, 2\}, T = \emptyset\) and set \(c_{x'y'} = c_{x''y''} = c_{x'y''} = c_{x''y'} = c_{xy}\) for every edge \((x, y)\). Then any optimal solution of the SP will result in an optimal solution of the TSP instance.

Anily and Hassin (1992) have characterized the structure of optimal solutions and have developed two heuristics with a worst-case performance ratio of 2.5. These heuristics are based on the solution of a relaxation of the problem which is then
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**Fig. 1** Example of a non-preemptive Swapping Problem instance with vertices \([0, 1, 2, 3, 4]\) and commodities \([a, b, c]\). Vertex labels \((x, −y)\) mean that the vertex supplies \(x\) and demands \(y\). Arc labels denote the commodity carried by the vehicle
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extended to a feasible solution in such a way that the cost is increased by a constant factor. The relaxation consists of the solution of \( m + 1 \) minimum cost assignment problems on a complete bipartite graph, one for each object type. A set of disjoint cycles is then obtained and patched into a single Eulerian tour. Chalasani and Motwani (1999) have derived a better bound with a worst-case ratio performance of 2 for a special case of the SP with two object types, called the Bipartite Traveling Salesman Problem. The algorithm is based on a matroid intersection procedure (Oxley 1993). Anily et al. (1999) have studied the SP, where vertices are located on a line. The authors have derived some general properties of optimal solutions and have developed an exact \( O(n^2) \) algorithm for the problem. More recently, the same authors (Anily et al. 2006) have considered the preemptive swapping problem on a tree. They have shown that the problem is NP-hard, by reduction of the Steiner Tree Problem on a bipartite graph (Garey and Johnson 1979). They have also presented a heuristic with a worst-case performance ratio of 1.5, and they have shown that in the single commodity case the problem can be solved in polynomial time. A linear time algorithm for the single-commodity, a non-preemptive version of the SP on a tree, is presented by Wang et al. (2006) (see Sect. 2.3).

2.2 The one-commodity pickup and delivery traveling salesman problem 
\([M-M|P/D|1]\)

The One-Commodity Pickup and Delivery Traveling Salesman Problem (1-PDTSP) is a many-to-many, single-commodity problem. The set of customer locations is partitioned into pickup and delivery customers to be served by a single vehicle based at the depot. The 1-PDTSP contains the following restrictions: (i) \( m = 1 \); (ii) \( p = 1 \); (iii) \( T = \emptyset \). The first and the second restriction state that the 1-PDTSP is a single vehicle, single-commodity problem. The third restriction ensures that the solution is Hamiltonian.

The 1-PDTSP, introduced by Hernández-Pérez and Salazar-González (2004a), is NP-hard and is closely related to a special case of the SP. Consider a non-preemptive SP in which multiple demands and supplies of objects are allowed (this can be done by vertex replications). Assume also that there is only one type of object provided or requested at each vertex. Then the 1-PDTSP is equivalent to this SP with the additional constraint that the tour must be Hamiltonian. In the 1-PDTSP, the load carried by a vehicle may vary along the route, which makes it difficult to find a feasible solution. In fact, deciding whether a 1-PDTSP instance is feasible or not is NP-complete, since the 3-Partitioning Problem can be shown to be a special case of this problem (Hernández-Pérez and Salazar-González 2003).

Hernández-Pérez and Salazar-González (2004a) have developed a branch-and-cut algorithm for the 1-PDTSP, capable of solving instances with up to 40 vertices. The authors have proposed an integer linear programming (ILP) model equivalent to a classical TSP model with a set of Benders cuts. This implies that all known valid inequalities for the TSP are also valid for the 1-PDTSP. The authors have proposed a maximum flow algorithm and fast heuristics to identify violated Benders cuts, and they have used clique inequalities from the set-packing polytope (Balas and Padberg 1976).
Hernández-Pérez and Salazar-González (2004b) have later developed two heuristics for the 1-PDTSP and were able to solve instances with up to 500 vertices. Given a path $P$ starting at the depot, the authors define an associated measure called the infeasibility of the path $P$ in order to quantify how infeasible the path is with respect to the capacity constraints. The first heuristic uses a modified version of the TSP nearest neighbor algorithm. Travel costs are redefined in order to favor connections between pickup and delivery customers, making it more likely to generate a feasible solution. The other important ingredient of the heuristic is the adaptation of the classical 2-opt and 3-opt edge exchange heuristics (Lin 1965; Johnson and McGeoch 1997), where not all possible exchanges are considered. These exchanges are applied to minimize the infeasibility of the tour under some constraints. The heuristic iterates between a greedy algorithm and a tour improvement procedure. The second heuristic is an incomplete optimization algorithm that uses the exact methods developed by Hernández-Pérez and Salazar-González (2004a) to iteratively determine optimal solutions in restricted feasible regions.

2.3 The Q-delivery traveling salesman problem \([M-M|P/D|1]\)

The Q-DTSP is a many-to-many, single-commodity PDP introduced by Chalasani and Motwani (1999). It consists of picking up and delivering single objects from source to sink vertices. The Q-DTSP contains the following restrictions: (i) $m = 1$; (ii) $p = 1$; (iii) $d_j \in \{1, -1\}$ for $j \in V \setminus \{0\}$; (iv) $d_{01} = 0$. The first and second restrictions state that the Q-DTSP is a single vehicle and single-commodity problem. The third condition specifies that each vertex, except the depot, supplies or demands one unit. The fact that the depot does not supply nor demand any unit is expressed by the fourth restriction. Since the Q-DTSP is a single-commodity problem, there is no advantage in temporarily dropping objects at some vertices. Thus, only one operation is performed at each vertex since each of them requires or supplies exactly one unit, and, therefore, the Q-DTSP is restricted to Hamiltonian tours. This fact, together with restrictions (i) and (ii), shows that the Q-DTSP is a special case of the 1-PDTSP. The Q-DTSP is NP-hard since it includes the TSP as a special case in which every delivery customer is paired with a pickup customer at the same location. A more general problem, called General Q-Delivery Traveling Salesman Problem (G-Q-DTSP), allows vertices to provide or demand any number of objects. The G-Q-DTSP is similar to the 1-PDTSP. The difference is that the tour is not necessarily Hamiltonian. For this reason it is sometimes seen as the split version of the 1-PDTSP. Motivated by problems appearing in industrial robotics, Chalasani and Motwani (1999) have studied the Q-DTSP as well as a new dynamic variant of the problem called the Dynamic k-collect TSP. They have described a polynomial approximation algorithm with a worst-case performance ratio of 9.5. It is based on the use of the 2.0 worst-case performance algorithm developed by the same authors for the unit-capacity version called the Bipartite Traveling Salesman Problem.

Anily and Bramel (1999) have studied the Q-DTSP under the name Capacitated Traveling Salesman Problem with Pickups and Deliveries. The authors have slightly modified the algorithm of Chalasani and Motwani (1999) and improved the worst-case bound from 9.5 to 7. In addition, they have derived a new polynomial-time algorithm in which the worst-case bound depends on the vehicle capacity $Q$. This new algorithm has a better worst-case performance than the previous one for all $Q \leq 255$. 
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The Q-DTSP on a line and on a tree has been studied by Wang et al. (2006). For the line case, the authors have presented an $O(n^2/\min\{Q,n\})$ algorithm and have shown how to solve the unit capacity version ($Q = 1$) and the uncapacitated version ($Q = \infty$) in linear time. For the tree case, they have proved that the problem is NP-hard and they have presented an $O(n)$ algorithm for the case in which $Q = 1$, as well as an $O(n^2)$ algorithm for the case in which $Q = \infty$.

3 One-to-many-to-one pickup and delivery problems

In one-to-many-to-one pickup and delivery problems (1-M-1-PDPs), some commodities (called delivery commodities) are destined from the depot to customer vertices while other commodities (called pickup commodities) supplied by the customers are brought back to the depot. These problems arise, for instance, in reverse logistics where full containers must be brought to customers, and empty containers must be returned from the customers to the depot. Beullens et al. (2004) discuss several issues associated with such problems. Gribkovskaia et al. (2006) describe an application arising in the supply of offshore oil and gas platforms.

This class of problems contains the following restrictions: (i) $p = 2$; (ii) $d_{i1} \geq 0$, for $i \in V\setminus\{0\}$; (iii) $d_{i2} \leq 0$, for $i \in V\setminus\{0\}$; (iv) $T = \emptyset$. The first restriction states that these problems, from a modeling point of view, have two commodities: a pickup commodity and a delivery commodity. This is because all delivery demands can be viewed as single commodity whenever they share a common origin, and all pickup demands can also be viewed as a single commodity whenever they share a common destination. The second and third restriction state that every customer can have a pickup demand for the pickup commodity and a delivery demand for the delivery commodity. The fourth restriction disallows transshipments.

The remainder of this section consists of an overview of the different types of 1-M-1-PDPs and includes a review of the most relevant algorithms. Specific types of solutions arise from additional constraints on the routes. We will consider two main demand structures for 1-M-1-PDPs: combined demands and single demands. In problems with combined demands at least one customer has positive pickup and delivery demand. In this class of 1-M-1-PDPs, four types of solutions can be distinguished (see Sect. 3.1). In problems with single demands each customer has a zero pickup or delivery demand. In this class of 1-M-1-PDPs two solution types have been studied. A solution is said to be mixed if delivery and pickup customers can be served in any order. The problem of finding mixed solutions in this class is called the 1-M-1-PDP with Single Demands and Mixed Solutions. On the other hand, the problem of finding solutions under the constraint that pickups can only be performed after all the deliveries have taken place is called the 1-M-1-PDP with Single Demands and Backhauls.

The 1-M-1-PDP with Combined Demands and the 1-M-1-PDP with Single Demands induce different models and algorithms in some cases while in others both structures yield the same solution approaches. Sections 3.1 and 3.2 are devoted to these two classes of problems, respectively.
3.1 The 1-M-1-PDP with combined demands [1-M-1|P-D|−]

In the 1-M-1-PDP with Combined Demands there exists at least one vertex \( i \) \((i \neq 0)\), for which \( d_{i1} \) and \( d_{i2} \) are both non-zero. In their study of the Single Vehicle 1-M-1-PDP with Combined Demands, Gribkovskaia et al. (2007) identify four solution types: general, Hamiltonian, lasso and double-path. A general solution has no predetermined shape: this means that any customer may be visited once or twice. A Hamiltonian solution is one in which each vertex is visited exactly once for a combined pickup and a delivery. In double-path solutions, each vertex is first visited along a path for a pickup, and then visited along a path to the depot for a delivery: this means that only the last vertex on the first path is visited once for a combined pickup and delivery. In a lasso solution, each vehicle follows a path performing deliveries, then visits the remaining customers along a loop by performing a simultaneous pickup and delivery at each visit, and finally a path is followed to perform the remaining pickups. Lasso solutions with an empty path are Hamiltonian, and lasso solutions with an empty loop are double-path solutions. Figure 2 illustrates various solution shapes. Let \( z_{G}^* \), \( z_{L}^* \), \( z_{D}^* \) and \( z_{H}^* \) be the values of general, lasso, double-path and Hamiltonian optimal solutions of the same instance, respectively. If the cost matrix satisfies the triangle inequality, then \( z_{G}^* \leq z_{L}^* \leq z_{H}^* \leq z_{D}^* \leq 2z_{G}^* \) (Gribkovskaia et al. 2007).

The Single Vehicle Hamiltonian 1-M-1-PDP with Combined Demands is usually called the Traveling Salesman Problem with Simultaneous Pickups and Deliveries (TSPSPD). It corresponds to the case [1-M-1|PD|1]. This problem can be reduced to the Single Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions through the following transformation. Set the vehicle capacity to \( Q' = Q - \sum_{i \in V} d_{i2} \) and, for each vertex \( i \), define a pickup amount equal to \( \delta_i = d_{i1} - d_{i2} \) if \( \delta_i \geq 0 \), or a delivery amount \(-\delta_i\) if \( \delta_i \leq 0 \). After this conversion each vertex has a zero delivery or a zero pickup. Note also that the Single Vehicle 1-M-1-PDP with Single Demands and
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**Fig. 2** An example illustrating four solution shapes for the 1-M-1-PDP with combined demands. (P = pickup, D = delivery, PD = combined pickup and delivery)
Mixed Solutions can be solved by any algorithm for the TSPSPD. We thus consider the Single Vehicle Hamiltonian 1-M-1-PDP with Combined Demands and the Single Vehicle 1-M-1-PDP with Single Demands and Mixed Loads as equivalent and survey the literature on these problems in Sect. 3.2.2.

In the multi-vehicle case, the previous reduction of the Hamiltonian 1-M-1-PDP with Combined Demands to the 1-M-1-PDP with Single Demands and Mixed Solutions fails, since it is not possible to set vehicle capacities in the latter problem. Nevertheless, the Multi-Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions can still be seen as a special case of the Multi-Vehicle Hamiltonian 1-M-1-PDP with Combined Demands. This problem is reviewed in Sect. 3.1.2

The problem of finding an optimal double-path solution to the 1-M-1 PDP with Combined Demands reduces to the 1-M-1 PDP with Single Demands and Backhauls by splitting each vertex of $V \setminus \{0\}$ into a delivery and a pickup vertex. Algorithms for the double-path 1-M-1 PDP with Combined Demands for the single vehicle and the multi-vehicle cases are reviewed in Sects. 3.2.1 and 3.2.3, respectively. The literature on general and lasso solutions 1-M-1-PDP with Combined Demands is surveyed in the following section.

3.1.1 General and lasso solutions of the 1-M-1-PDP with combined demands

Gribkovskaia et al. (2007) describe a number of heuristics yielding general solutions for the Single Vehicle 1-M-1-PDP with Combined Demands. These include several construction and improvement procedures as well as a tabu search heuristic. The construction procedures consist of the following. First, a possibly infeasible Hamiltonian solution is obtained by means of a nearest neighbor procedure, a sweep procedure or a modified sweep procedure. Then, using a Hamiltonian tour, a series of general solutions is created by removing one of the edges from it and relinking the vertices in a particular way. Third, a merging procedure attempts to eliminate the second visit to customers that are visited twice by transforming the first visit into a pickup and delivery visit if this is feasible. Two variants of this procedure are possible depending on the direction of merging. Six different constructive procedures emerge from different combinations of these heuristics. An improvement procedure attempts to obtain a better solution by iteratively removing a vertex visited once and reinserting it in the tour. The tabu search heuristic is based on the Unified Tabu Search Algorithm of Cordeau et al. (2001) for the VRP. Computational results obtained on 17 instances ranging from 16 to 101 vertices reveal that 62% of solutions are Hamiltonian, 32% contain one customer visited twice, and 6% contain two customers visited twice.

Nowak (2005) has introduced the Pickup and Delivery Problem with Split Loads (PDPSL), a problem very similar to the general 1-M-1-PDP with combined demands. The only difference is that delivery and pickup requests are allowed to be split into any number of visits. This problem is an extension of the Split Delivery VRP introduced by Dror and Trudeau (1989). Nowak concludes that routing costs can be reduced by up to one half by allowing split loads. More recently, Katoh and Yano (2006) have developed a polynomial time approximation algorithm with a worst-case performance ratio of 2 for the PDPSL in which each vehicle has a unit capacity and the network is a tree.
Gribkovskaia et al. (2001) have developed heuristics to generate lasso solutions for the single vehicle and multi-vehicle 1-M-1-PDP with Combined Demands. Hoff and Løkketangen (2006) have developed a tabu search heuristic to generate lasso solutions in the Single Vehicle 1-M-1-PDP with Combined Demands. The neighborhood is defined as the set of solutions which can be reached with the 2-opt operator. The authors present results on instances with up to 262 vertices. Hoff et al. (2006) have later developed another tabu search algorithm for the lasso 1-M-1-PDP but for the multi-vehicle case. The search algorithm defines as valid moves a restricted set of two classes of actions. The first class consists of moving a vertex from one route to another, while the second class consists of swapping two vertices from different routes. A load parameter in the algorithm allows to control the path length and can be used to solve the Hamiltonian 1-M-1-PDP with Combined Demands as well as the 1-M-1-PDP with Single Demands and Backhauls. The algorithm was tested on instances with up to 262 vertices and 25 vehicles.

3.1.2 The multi-vehicle Hamiltonian 1-M-1-PDP with combined demands

The Multi-Vehicle Hamiltonian 1-M-1-PDP with Combined Demands is usually called the Vehicle Routing Problem with Simultaneous Pickup and Delivery (VRPSPD). One result of primary theoretical importance regarding the VRPSPD is due to Anily (1996) who proposed an $O(n^3 \log n)$ heuristic algorithm for the VRPSPD that converges to the optimal solution under some probabilistic conditions. An early three-phase heuristic for the VRPSPD was developed by Min (1989). In the first phase clusters of customers are formed using the average linkage method (Anderberg 1973). The assignment to clusters is performed in the second phase. In the third phase a routing problem is solved by means of a TSP algorithm, iteratively modifying the distance matrix to avoid solutions that exceed vehicle capacities. Another heuristic was developed by Nagy and Salhi (2005) for the VRPSPD with a maximum route length. It consists of constructing an initial solution, which is often infeasible, and then applying a series of improvement and feasibility procedures. The heuristics also work on the multi-depot version of the problem. These heuristics were capable of solving instances of up to 249 customers within a few seconds. Chen and Wu (2006) have proposed an insertion-based procedure and a hybrid heuristic for the VRPSPD. The hybrid heuristic is based on the record-to-record travel principle (Dueck 1993), tabu lists, and several improvement procedures. The algorithms were tested on instances with up to 199 customers and 19 vehicles. Bianchessi and Righini (2007) have developed and compared several constructive, local search and tabu search algorithms for the VRPSPD using five neighborhoods. Several experiments have allowed the authors to conclude that local search with complex and variable neighborhoods are robust and can yield good solutions. A tabu search algorithm for the VRPSPD was presented by Montané and Galvão (2006). The neighborhood is defined by three inter-route movements and a 2-opt intra-route operator. At each iteration, the best feasible neighbor is selected. The meta-heuristic includes intensification and diversification strategies through the use of a frequency penalty scheme. The algorithm yielded good quality solutions on test instances with up to 400 clients within a maximum computing time of six minutes.
Other heuristics were developed by Halse (1992) and Dethloff (2001). The algorithm of Halse (1992) uses a cluster-first- route-second approach. The clustering phase solves an assignment problem, while the routing phase applies a 3-opt local search followed by an exchange improvement procedure. The heuristic of Dethloff (2001) is an extension of the cheapest insertion procedure which takes into account travel distance, residual capacity and radial surcharge in order to avoid the late insertion of remotely located customers. The heuristic was tested on real-life and randomly generated instances.

Dell’Amico et al. (2006) have developed an exact branch-and-price algorithm for the VRPSPD. In order to reduce the computing time of the pricing problem, the authors have designed an upper bounding heuristic and a lower bounding procedure based on state space relaxation. Their algorithm was able to optimally solve instances of up to 40 customers and 22 vehicles within one hour of computing time. An exact algorithm for the VRPSPD with time windows was presented by Angelelli and Mansini (2002). The authors have proposed a branch-and-price procedure based on a set covering formulation for the master problem. Results with the use of different pricing and branching strategies on instances with 20 customers and up to five vehicles are presented.

3.2 The 1-M-1-PDP with single demands [1-M-1|P/D|−]

We review the literature of the 1-M-1-PDP with Single Demands in four sections. The classification criteria are the number of vehicles (single or multiple) and the solution structure which is either mixed or backhaul. As already mentioned at the beginning of Sect. 3, in the 1-M-1-PDP with Single Demands and Mixed Solutions delivery and pickup customers can be served in any order, while in the 1-M-1-PDP with Single Demands and Backhauls pickup customers can only be served after all delivery operations have taken place. Section 3.2.1 surveys the Single Vehicle 1-M-1-PDP with Single Demands and Backhauls. Section 3.2.3 is devoted to the Multi-Vehicle 1-M-1-PDP with Single Demands and Backhauls. Section 3.2.2 deals with the Single Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions. Finally, Sect. 3.2.4 describes algorithms for the Multiple Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions.

3.2.1 The single vehicle 1-M-1-PDP with single demands and backhauls
[1-M-1|P/D|1]

The Single Vehicle 1-M-1-PDP with Single Demands and Backhauls is usually called the Traveling Salesman Problem with Backhauls (TSPB), a special case of the Clustered Traveling Salesman Problem in which \( V \setminus \{0\} \) is partitioned into \( p \) clusters instead of two (Chisman 1975). Note that in this problem the capacity constraint does not play any role, except that the capacity \( Q \) of the vehicle must satisfy \( Q \geq \sum_{i=1}^{n} d_{i1} \) and \( Q \geq \sum_{i=1}^{n} (-d_{i2}) \) for a solution to exist. The TSPB can be transformed into a TSP by assigning an arbitrarily large constant \( M \) to the cost of all edges connecting delivery and pickup customers. A TSPB heuristic having a worst-case performance ratio of 1.5 is presented by Gendreau et al. (1997). It extends the heuristic proposed by Christofides (1976) for the TSP. It first constructs a minimum spanning tree \( S \).
containing one spanning tree for the pickup customers, another for the delivery customers, and two minimum costs edges, one from vertex 0 to the pickup customers and the other from vertex 0 to the delivery customers. It then computes a minimum weight matching $M$ between the odd degree vertices and constructs a Eulerian graph using the edges of $S$ and $M$. A shortcut technique is applied to obtain a feasible Hamiltonian tour for the TSPB. Gendreau et al. (1996) have developed six heuristic procedures for the TSP, based on GENIUS (Gendreau et al. 1992). These were tested on several instances ranging from 100 to 1000 vertices. On instances involving up to 200 vertices, all heuristics produced solutions within 8% of the optimal value. In 1997, Mladenović and Hansen (1997) have introduced the variable neighborhood search (VNS) metaheuristic consisting of systematically changing the neighborhood within a local search procedure. These authors have improved the results of Gendreau, Hertz and Laporte for the TSPB by embedding GENIUS within a VNS framework. Ghaziri and Osman (2003) have developed a neural network algorithm for the TSPB based on Kohonen’s self-organizing feature maps (Kohonen 1995). The authors have designed a network architecture which evolves into a feasible TSPB tour. The solution obtained is then improved by means of a 2-opt procedure. The accuracy is comparable to those of Gendreau, Hertz and Laporte and of Mladenović and Hansen. Although this algorithm requires more time, the difference in running time between the two algorithms decreases as the problem size increases. More recently, the authors have extended the algorithm to the multi-vehicle case (Ghaziri and Osman 2006).

3.2.2 The single vehicle 1-M-1-PDP with single demands and mixed solutions

[1-M-1|P/D|1]

The Single Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions is usually called the Traveling Salesman Problem with Pickups and Deliveries (TSPPD) (Mosheiov 1994). The TSPPD is NP-hard and is strongly related to the TSP. Consider any tour $(i_1, \ldots, i_n)$ on $V \setminus \{0\}$. An interesting result proved by Mosheiov (1994) is that there always exists a vertex $i_l$ such that the tour $(i_l, i_{l+1}, \ldots, i_n, i_1, \ldots, i_{l-1}, i_l)$ satisfies the capacity constraint. Thus, a feasible solution for the TSPPD can be constructed by deleting arc $(i_{l-1}, i_l)$ and connecting the ends of the deleted arc to the depot. Mosheiov (1994) also showed that using a TSP approximation algorithm with an $\alpha$-worst-case performance ratio, the resulting TSPPD solution has a worst-case performance of $(1 + \alpha)$ and the computational complexity is identical to that of the TSP algorithm. The algorithm is called PD$\alpha$T. For instance, using the heuristic of Christofides (1976) for the TSP with a 1.5 worst-case ratio bound, PD$\alpha$T has a worst-case performance ratio of 2.5 and runs in $O(n^3)$ time. The author also showed that if locations are uniformly distributed in the Euclidean plane, the heuristic is asymptotically optimal when Karp’s (1977) heuristic for the TSP is used.

Mosheiov (1994) has presented a second heuristic called cheapest feasible extension, which is based on an extension of the well-known cheapest insertion heuristic for the TSP (Golden et al. 1980). It first constructs a TSP tour over all delivery customers and the depot using the cheapest insertion heuristic, and then iteratively inserts pickup customers at the best insertion point while maintaining feasibility. Although this algorithm has an unbounded worst-case performance ratio, it often produces better solutions than those obtained with the PD$\alpha$T heuristic.
Anily and Mosheiov (1994) have studied the TSPPD under the name *Traveling Salesman Problem with Delivery and Backhauls* and have presented a new bounded heuristic based on the computation of a minimum spanning tree (Kruskal 1956). This heuristic, called 2MST, first constructs a minimum spanning tree in the complete graph and then solves the TSPPD in the tree with an exact and linear algorithm described as follows. The tree is traversed using a depth-first method, visiting first the subtrees with pickup vertices. Delivery vertices are served the first time they are visited, while the others are served after all vertices in the subtree rooted at them have been visited. A Hamiltonian tour is then obtained by following the tree in a depth-first fashion and applying shortcuts. The authors have proved that this solution is feasible with respect to the capacity constraint. The 2MST has a worst-case performance ratio of 2, which is the lowest worst-case performance ratio of any known polynomial time algorithm for the TSPPD.

Gendreau et al. (1999) have proposed two heuristics for the TSPPD. The first is a linear and exact algorithm for the special case where the graph is a cycle. The authors then present a heuristic for the general case based on this exact algorithm. The heuristic, called H, consists of determining a TSP solution using the Christofides heuristic (Christofides 1976), applying the exact TSPPD algorithm on the TSP solution, and then deriving a Hamiltonian solution by using shortcuts. Since this TSPPD path is at most twice as long as the length of the TSP solution, and the Christofides heuristic has a worst-case performance ratio of 1.5, H has a worst-case performance ratio of 3. The authors also prove the tightness of this bound. Although this worst-case performance ratio of 3 is worse than those of the 2MST and the PDαT heuristics, heuristic H has produced better results in several experiments. The second algorithm proposed by Gendreau et al. (1999) is a tabu search heuristic which performs two-arc exchanges on the solution produced by heuristic H. Special care must be taken while performing these exchanges to avoid generating infeasible solutions. Using adequate data structures, the authors were able to check feasibility in constant time. The heuristic solutions improved the solutions produced by heuristic H, and thus outperformed all previous heuristics for the TSPPD at the expense of longer computing times.

Baldacci et al. (2003) have later developed an exact branch-and-cut algorithm for the TSPPD using a new two-commodity flow formulation. The authors were able to optimally solve instances of up to 200 vertices within a limit of one hour of computing time. Süral and Bookbinder (2003) have studied a problem similar to the TSPPD in which the service of customers with pickup requests is optional. Each pickup request gives a certain revenue if it is served, and the objective is to minimize routing costs minus the total revenue obtained from the pickup customers served. The authors have proposed a mixed-integer model based on the Miller–Tucker–Zemlin subtour elimination constraints (Miller et al. 1960) and have considered several tight LP relaxations. Instances with up to 30 vertices were optimally solved. A periodic version of the TSPPD was studied by Alshamrani et al. (2007). In this problem products delivered in one period must then be picked-up in the following period or a penalty cost is incurred. The heuristic consists of first finding a feasible vehicle tour which only takes travel costs into account, and then improving it with the Or-opt operator taking into consideration the penalty costs.
3.2.3 The multi-vehicle 1-M-1-PDP with single demands and backhauls

The Multi-Vehicle 1-M-1-PDP with Single Demands and Backhauls is usually called the Vehicle Routing Problem with Backhauls (VRPB). The VRPB is NP-Hard since it includes the capacitated Vehicle Routing Problem (VRP) as a special case. Several heuristic and exact algorithms have been proposed for the VRPB over the last 20 years.

The first heuristic for the VRPB was probably introduced by Deif and Bodin (1984). It was designed for symmetric instances and is an extension of the Clarke and Wright (1964) algorithm for the VRP. The authors have modified the classical saving definition to account for the presence of linehaul and backhaul vertices in the merged route. The algorithm cannot control the number of routes and may, therefore, return an infeasible solution. Another heuristic for the VRPB with Euclidean distances was proposed by Goetschalckx and Jacobs-Blecha (1989). Their algorithm uses space filling curves, first described by Peano (1890) and used in a heuristic for solving the planar TSP (Bartholdi and Platzman 1982). The authors have used a space filling curve for transforming pickup and delivery locations in the plane into points on a line. Using a greedy procedure for solving a series of $m$-median problems, the pickup and delivery points on the line are partitioned separately forming clusters of routes. Finally, each route of delivery customers is merged with the nearest backhaul route. Results show that the heuristic is generally faster than that of Deif and Bodin, but the solutions are often worse. Another cluster-first-route-second heuristic for the symmetric and asymmetric VRPB, called TV, was proposed by Toth and Vigo (1999). In this heuristic clusters of linehaul and backhaul customers are first determined by solving a relaxation of the problem which is strengthened in a Lagrangian fashion (for relaxations of the VRPB see Toth and Vigo 2002). A matching between linehaul and backhaul clusters is then computed. Routes are obtained with a modified farthest-insertion heuristic and are improved with intra-route and inter-route post-optimization procedures. The heuristic is relatively fast and almost always obtains better solutions than previous heuristics. Osman and Wassan (2002) have developed a tabu search heuristic obtaining solutions with similar quality but requiring more computing time. Brandão (2006) has proposed a much faster tabu search algorithm which uses a VRPB relaxation called $m$-tree as an initial solution. The algorithm has yielded the best known results for the VRPB within a relatively small amount of computing time.

Exact algorithms for the VRPB have been presented by Yano et al. (1987), Toth and Vigo (1997), and Mingozzi et al. (1999). Motivated by a problem in a chain of retail stores, Yano et al. (1987) have proposed an exact algorithm for a special case of the VRPB in which the number of pickup and delivery customers in a route does not exceed four. The authors have modeled this particular VRPB as a set covering problem and developed a branch-and-bound algorithm. Toth and Vigo (1997) have presented a branch-and-bound procedure for solving the symmetric and the asymmetric VRPB. In their paper a new Lagrangian lower bound is presented and is strengthened by adding valid cuts and combined, in an additive approach (Fischetti and Toth 1989), with another lower bound that results from relaxing the capacity constraints. The lower bound is embedded within a branch-and-bound algorithm. Mingozzi et al.
(1999) have proposed another ILP formulation for the VRPB based on a set partitioned model. They have presented an efficient way of computing a lower bound by combining different heuristic procedures for solving the dual of the LP relaxation of the original model. Their exact method for the VRPB consists of reducing the number of variables of the integer program so that it can be solved with CPLEX. Both algorithms were capable of proving optimality on instances with up to 100 customers and 12 vehicles.

Gélinas et al. (1995) have proposed an exact algorithm for the VRPPD with Time Windows (VRPPDTW) which they have extended to the VRPB with Time Windows (VRPBWTW). Using a set partitioning model, the authors have developed a branch-and-bound algorithm based on column generation. Instead of branching on flow variables, they branch on resource variables such as time or capacity. This branching scheme was proved to be superior on a series of instances with up to 100 customers.

Heuristic algorithms for the VRPB have been described in three papers. Potvin et al. (1996) have developed a genetic procedure designed to find a good ordering of customers to be used by a route construction heuristic. A tabu search algorithm was developed by Duhamel et al. (1997), in which the neighborhood is randomly chosen between 2-opt, Or-opt, and a swapping procedure. Thangiah et al. (1996) have proposed a constructive heuristic which inserts customers into routes one by one, followed by either of two local search procedures. The first, called \(\lambda\)-interchange, is based on the interchange of customers between routes. The second is a 2-opt\(^5\) procedure which is a VRPTW extension of the 2-opt algorithm. The three algorithms have yielded near optimal results on instances of up to 100 customers and 21 vehicles. Ropke and Pisinger (2006b) have introduced a problem called the Rich Pickup and Delivery Problem with Time Windows and have developed a large neighborhood search (LNS) heuristic for it. The authors have shown how their heuristic can be used to solve a collection of 1-M-1-PDPs including the 1-M-1-PDP with Single Demands and Backhauls, and the 1-M-1-PDP with Single Demands and Mixed Solutions, with or without time windows. The heuristic uses six vertex removal procedures and five insertion procedures. A learning layer modifies the probability distribution of selecting a particular procedure at each iteration according to its past performance.

3.2.4 The multi-vehicle 1-M-1-PDP with single demands and mixed solutions

\[1-M-1|P/D|m\]

As explained at the beginning of Sect. 3, the Multi-Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions is a special case of the Multi-Vehicle Hamiltonian 1-M-1-PDP with Combined Demands. Therefore, the algorithms surveyed in Sect. 3.1.2 can be also applied to the problem of this section. We will now describe some of the most important algorithms designed for the Multi-Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions.

One of the first heuristics for the Multi-Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions, usually called the Mixed VRPB, was developed by Golden et al. (1988). It is based on the insertion of backhaul customers into routes formed by linehaul customers. The authors have introduced a penalty in the insertion cost function which takes into account the number of linehaul customers on the route segment after the insertion point. A similar approach, called “load-based insertion procedure” was
proposed by Casco et al. (1988). In this algorithm the penalty in the insertion cost accounts for the number of commodities that must be delivered after the insertion rather than the number of remaining delivery customers. Salhi and Nagy (1999) have extended the idea of Casco, Golden and Wasil by introducing a less shortsighted insertion heuristic in which clusters of backhaul customers are inserted together. The algorithm, which yields small improvements, was also adapted in a simple way to solve problems with multiple depots.

Heuristics for the mixed VRPB with time-windows have also been put forward. Kontoravdis and Bard (1995) have developed a GRASP for the mixed VRPB with time windows in which the main objective is to minimize the number of vehicles. At each iteration of the GRASP, a route construction phase is followed by a local search algorithm in which routes can be eliminated. Another two-phase heuristic was proposed by Zhong and Cole (2005). Phase 1 consists of a modified sweep procedure for clustering customers and three route improvement routines running within a guided local search framework (Voudouris and Tsang 1999). Phase 2 iteratively inserts a user-specified number of new routes within an improvement routine in order to achieve a feasible solution. This heuristic provides solutions with a 10% to 19% lower cost compared to those obtained by Kontoravdis, but it generally requires a larger number of vehicles.

Wade and Salhi (2002) have described a heuristic for the Multi-Vehicle 1-M-1-PDP with Single Demands and Mixed Solutions in which an additional restriction is imposed. The problem is called RVRPB and the restriction consists of allowing pickup operations only when the percentage of the volume already delivered exceeds a user-controlled parameter $\alpha$. If $\alpha = 100\%$ then there are no restrictions and any solution is permitted. At the other extreme, if $\alpha = 0\%$, only backhaul solutions are allowed. Wade and Salhi (2002) have developed a constructive heuristic for obtaining $\alpha$-restricted solutions. Their procedure called R-INS first solves the VRP for the delivery customers using the VRP heuristic of Salhi and Rand (1987) and applies a greedy algorithm to insert the pickup customers.

4 One-to-one problems

In one-to-one problems each commodity has exactly one pickup vertex and one delivery vertex. These problems are always $n$-commodity problems since there exists a one-to-one correspondence between pickup and delivery vertices. Two important problems belonging to this category are the Vehicle Routing Problem with Pickups and Deliveries (VRPPD) and the Dial-a-Ride Problem (DARP). The VRPPD deals with the transportation of objects, while the DARP applies to the transportation of people. In the latter problem, the objective function usually takes user inconvenience into account. When vehicles are allowed to drop objects temporarily, the problem is called the VRPPD with transshipments (VRPPDT). Another well studied one-to-one problem is the Stacker Crane Problem (SCP) (Frederickson et al. 1978). The SCP is a special case of the Swapping Problem and of the VRPPD. Sections 4.1, 4.2, 4.3 and 4.4 survey the literature on the SCP, the VRPPD, the DARP and the VRPPDT, respectively.
4.1 The stacker crane problem [1-1|P/D|1]

In the SCP single objects have to be transported from their origin to their destination using a unit capacity vehicle. It takes its name from the practical problem of managing crane operations. The SCP contains the following restrictions: (i) \( m = 1 \); (ii) \( Q = 1 \); (iii) \( d_{0h} = 0 \) for every \( h \in H \); (iv) for each vertex \( i \in V \setminus \{0\} \), there exists exactly one commodity \( h \in H \) such that \( d_{ih} \neq 0 \), and is equal to \(-1\) or \(1\); (v) for each commodity \( h \in H \), there are two vertices \( i, j \in V \setminus \{0\} \) such that \( d_{ih} = 1 \), \( d_{jh} = -1 \) and \( d_{vh} = 0 \) for all \( v \in V \setminus \{i, j\} \). Restrictions (i) and (ii) mean that the SCP is a unit capacity single vehicle problem. Restriction (iii) indicates that the depot has no supply and no demand. Restrictions (iv) and (v) state that each request, consisting of a single unit supply vertex and a single unit demand vertex, is associated with a different commodity. The SCP is a special case of the Swapping Problem (Sect. 2.1). It can be preemptive, non-preemptive or mixed according to the vertex set \( T \) which defines the transshipment points (see Sect. 1). Figure 3 depicts an SCP solution. The SCP, like the SP, is NP-hard (Frederickson and Guan 1992). However, polynomial algorithms are available for certain types of graphs for which the SP still remains NP-hard. A summary of the complexity of the SP and SCP under different types of graphs can be found in Anily et al. (2006).

Frederickson et al. (1978) have developed a heuristic with a worst-case performance ratio of \( 9/5 \) for the non-preemptive SCP on general graphs. The preemptive SCP on a tree was later studied by Frederickson and Guan (1992) who showed that this problem is polynomially solvable. Specifically, these authors have presented two algorithms running in \( O(k + qn) \) and \( O(k + n \log n) \) time, where \( k \) is the number of objects to be transported, \( n \) is the number of vertices, and \( q \leq \min\{k, n\} \). Frederickson and Guan (1993) have later studied the non-preemptive SCP on a tree. They have shown that the problem is NP-hard by proving that the Steiner Tree Problem can be reduced to it. They have also presented several approximation algorithms with a worst-case performance ratio ranging from 1.5 to around 1.21. The 1.5 worst-case algorithm, based on a Steiner tree approximation, runs in linear time.

Attallah and Kosaraju (1988) have studied the preemptive and non-preemptive SCP on a line and on a circle. Their work was motivated by a robotics problem which consisted of rearranging objects among stations using a robot arm. The arm is a telescope link that rotates around a fixed point. Since minimizing the total distance traveled by
the robot arm is NP-hard, the authors have studied the problem of minimizing separately the angular and the telescoping movements. The minimization of the angular motion is equivalent to the minimization problem on a circle, while the minimization of the telescoping motion corresponds to the SCP on a line. For the non-preemptive case, the authors have developed an $O(k + n \log n)$ algorithm for the circular problem and an $O(k + n\alpha(n))$ algorithm for the line problem, where $\alpha$ is the inverse of the Ackermann function (Robinson 1948). The algorithm for the preemptive case runs in $O(k + n)$ time for the circular and linear cases.

4.2 The vehicle routing problem with pickups and deliveries $[1-1|P/D|-]$  

The Vehicle Routing Problem with Pickups and Deliveries (VRPPD) consists of routing a fleet of vehicles in order to satisfy a set of customer requests. The requests specify the size of the load to be transported as well as the pickup and delivery locations. Each request needs to be served by one vehicle and the pickup location must be visited before the delivery location. An important example where the VRPPD is applied is found in the routing operations of local area courier services. Another rich application area is encountered in the design of tramp shipping routes (Brønmo et al. 2007). The VRPPD has been studied for more than 30 years and, probably, constitutes the most popular type of PDP. When transportation requests are for people, a maximum ride time constraint is typically imposed, and the problem is called the DARP (see Sect. 4.3). The VRPPD is NP-hard since it generalizes the VRP. The VRPPD contains the following restrictions: (i) $d_{0h} = 0$ for every $h \in H$; (ii) for each vertex $i \in V \backslash \{0\}$, there exists exactly one commodity $h \in H$ such that $d_{ih} \neq 0$; (iii) for each commodity $h \in H$, there are two vertices $i, j \in V \backslash \{0\}$ such that $d_{ih} > 0$, $d_{jh} = -d_{ih}$ and $d_{vh} = 0$ for all $v \in V \backslash \{i, j\}$; (iv) $T = \emptyset$. Restriction (i) forces the depot not to demand or supply any commodity. Restrictions (ii) and (iii) state that each request is associated with a different commodity. Finally, restriction (iv) disallows temporary drops.

The VRPPDTW has been well studied. In the VRPPDTW, if a vehicle arrives at a vertex before the beginning of its time window it must wait until that time to begin its service. Deciding whether an instance of the VRPPDTW is feasible is NP-complete (Savelsbergh 1985). The VRPPD with soft time windows gives rise to a scheduling problem (Sexton and Bodin 1985a; Dumas et al. 1990). Scheduling in the VRPPD and VRPPDTW is also important in the dynamic versions of the problems (Mitrovic-Minic and Laporte 2004; Branke et al. 2005).

4.2.1 The single vehicle routing problem with pickups and deliveries $[1-1|P/D|1]$  

The Single Vehicle Routing Problem with Pickups and Deliveries (SVRPPD) is a special case of the VRPPD, in which there is only one vehicle. One of the first studies on the SVRPPD was made by Stein (1978) for the uncapacitated case. Extending the results of Beardwood et al. (1959), the author has proved that if $n$ pickup and delivery pairs are chosen randomly with a uniform distribution on a square and on an Euclidean region of area $a$, the length $Y_n$ of an optimal tour satisfies

$$
\lim_{n \to \infty} \frac{Y_n}{\sqrt{n}} = \frac{4}{3}\sqrt{2ab},
$$

(1)
where \( b \approx 0.713 \) is the TSP constant. The author has proposed a simple heuristic consisting of building a TSP tour for the pickup requests, a TSP tour for the delivery requests, and then concatenating the two tours. Under the same hypotheses, the author proved that the heuristic has an asymptotic performance ratio of 1.06. Another heuristic for the uncapacitated SVRPPD was proposed by Psaraftis (1983a). It first constructs a TSP tour through all the pickup and delivery vertices, and then a SVRPPD solution is obtained by traversing the TSP clockwise until all vertices are visited. Vertices already visited or delivery vertices, for which the corresponding pickup vertex is not yet visited, are skipped. The author proved that if the TSP heuristic of Christofides (1976) is used in the first step, the heuristic runs in \( O(n^2) \) time and has a worst-case performance ratio of 3. One of the first local search methods for the SVRPPD was the \( k \)-interchange procedure introduced by Psaraftis (1983b), which extends the idea proposed by Lin (1965) for the TSP. In the SVRPPD pickup-delivery precedence constraints must be checked for each possible interchange. Psaraftis has shown how to find the best SVRPPD \( k \)-interchange in \( O(n^k) \) time, the same order as for the TSP. Another efficient implementation of local search algorithms for the TSP with side constraints is due to Savelsbergh (1990). For an experimental comparison of classical construction heuristics and local search methods for the capacitated SVRPPD, see Kubo and Kasugai (1990). Van der Bruggen et al. (1993) have constructed a heuristic procedure for the capacitated SVRPPD with time windows. Their local search method, which is similar to the Lin and Kernighan (1973) algorithm for the TSP, consists of two phases. First, a feasible solution is obtained by visiting the locations in order of increasing centers of their time window, while taking into account precedence and capacity constraints. If the solution violates time windows, an iterative arc-exchange procedure is applied in hope of obtaining a feasible solution. The algorithm was tested on instances of up to 50 vertices and the solutions obtained were near-optimal. An extension of a 2-opt local search method for the SVRPPD has been proposed by Healy and Moll (1980). This heuristic, called “sacrificing”, consists of escaping from local optima by considering a second metric cost, which is defined by the size of the feasible neighborhood. Once a local optimum is reached, the procedure finds a worse solution with a larger neighborhood and then continues with the standard local search. Experimental results on instances of up to 100 requests indicate that applying sacrificing after a 2-interchange procedure considerably improves the quality of solutions.

Exact algorithms for the SVRPPD were developed by Desrosiers et al. (1986), Kalantari et al. (1985), Fischetti and Toth (1989), and Ruland and Rodin (1997). Desrosiers et al. (1986) have proposed an exact dynamic programming algorithm for the capacitated SVRPPD with time windows. Each state is an ordered pair \((S, i)\), corresponding to a feasible route beginning at the depot, visiting all vertices in \( S \subseteq V \), and finishing at vertex \( i \in S \). States use a two-dimensional labeling with the time and cost of that partial solution. The algorithm efficiently eliminates infeasible and dominated states. Computational experiments have shown that this algorithm was able to solve instances with up to 40 vertices in a very short time.

Kalantari et al. (1985) have developed branch-and-bound procedures for the capacitated and uncapacitated versions of the SVRPPD. Their procedures, which are extensions of the algorithm for the TSP of Little et al. (1963), eliminate at each node
of the search tree all the arcs that would produce solutions violating some precedence constraints. Computational results solving to optimality instances of up to 15 requests were presented. Fischetti and Toth (1989) have proposed an additive approach to compute lower bounds. The authors have applied their algorithms to the TSP with precedence constraints in which tour solutions must respect a given partial order between nodes. The bounds used for this problem are based on the shortest spanning tree, the assignment problem, variable decomposition, and disjunctions. The exact procedure presented by Ruland and Rodin (1997) for the capacitated SVRPPD consists of a branch-and-cut algorithm using four classes of inequalities as cuts. The method is similar to the TSP algorithm of Padberg and Rinaldi (1991).

The special case of the SVRPPD, called \textit{TSPPD with LIFO Loading} (TSPPDL), arising when the deliveries must respect a last-in-first-out rule of service, was studied by Pacheco (1997), Carrabs et al. (2006), and Cordeau et al. (2006). The LIFO service means that the vehicle can only make a delivery associated with the last pickup operation. This restriction appears, for instance, in the routing of rear-loading vehicles and of automated guided vehicles (AGVs) that use a stack to move items between locations. Pacheco has proposed a heuristic for the uncapacitated TSPPDL, based on the Or-opt algorithm (Or 1976) for the TSP. Carrabs et al. (2006) have introduced three new local search operators for the problem, which they have embedded within a VNS framework. A branch-and-cut algorithm for this problem was developed by Cordeau et al. (2006). The authors have presented three ILP formulations and have improved their linear relaxations using valid inequalities. Instances with up to 25 requests were solved within a reasonable computing time.

Lübbecke (2004) has studied a particular type of solution to the capacitated SVRPPD, where the sequence of pickup and delivery operations along the tour follows a simple structure. This structure is the concatenation of pickup and delivery routes with one or two requests. This special type of solutions is called simple pickup and delivery paths. Assuming $p_i$ and $p_j$ are any two pickup locations, and $d_i$ and $d_j$ are their corresponding delivery locations, a simple pickup and delivery path is created from the concatenation of the following types of paths: $(p_i, d_i)$, $(p_i, p_j, d_j, d_i)$, and $(p_i, p_j, d_i, d_j)$. The author proved that finding the optimal simple pickup and delivery path is still NP-hard and presented a special case where the optimal solution can be found in polynomial time.

4.2.2 The multi-vehicle routing problem with pickups and deliveries [1-1|P/D|m]

An exact column generation algorithm for the VRPPD with time windows was proposed by Dumas et al. (1991). The algorithm, which can also handle multiple depots and different types of vehicles, can solve instances with up to 55 requests under tight capacity constraints. Savelsbergh and Sol (1998) have developed another exact algorithm for the VRPPD with time windows, similar to that of Dumas, Desrosiers and Soumis. The algorithm was designed to be embedded in the decision support system of a distribution company and is capable of inserting new requests dynamically as they appear. Xu et al. (2003) have proposed another column generation algorithm for a VRPPD possessing a series of restrictions commonly encountered in real-world logistics. Examples of these are requests with multiple time windows, driver work
rules, compatibility constraints between carriers, vehicles and requests, etc. The master problem is solved by an LP solver, while the subproblems are solved by a heuristic. The algorithm was capable of yielding near-optimal solutions to randomly generated instances with up to 200 requests within a reasonable time. Recently, a branch-and-cut-and-price algorithm for the VRPPDTW was proposed by Ropke and Cordeau (2007). The VRPTW is formulated as a set partitioning problem, and two shortest path problems are considered as pricing subproblems. The authors have shown that the LP relaxation of the set partitioning formulation implies several valid inequalities previously used by Ropke et al. (2007) and Cordeau (2006) within branch-and-cut algorithms. The algorithm was capable of optimally solving some instances with up to 500 requests.

A reactive tabu search heuristic (Battiti and Tecchiolli 1994) for the VRPPDTW was developed by Nanry and Barnes (2000). A solution is first obtained using a greedy procedure. Three types of neighbor moves were considered. The first move consists of moving a pickup-delivery pair from one route to another. The second type of move consists of swapping pickup-delivery pairs between routes. The third move reorders customers within a route. During the search infeasible solutions that do not respect the vehicle capacity or the time windows are allowed. The objective function in the heuristic is modified to include weighted penalty terms. A hierarchical search mechanism was developed in order to change between the three neighborhoods according to how tight time windows constraints are in the current solution. Optimal or near-optimal results were obtained in less than five minutes on a series of random instances of 100 customers.

Lau and Liang (2002) have developed a two-phase heuristic procedure for the VRPPD, in which the number of vehicles is not specified. The objective consists of a weighted combination of the number of vehicles used and routing cost. The first phase combines a construction and a sweep procedure. The second phase applies a tabu search with three different neighborhood moves similar to those of Nanry and Barnes.

A two-stage heuristic for the VRPPDTW was developed by Bent and Van Hentenryck (2006). Their objective was first to minimize the number of used vehicles and then travel costs. The first stage consists of a simulating annealing algorithm which minimizes the number of routes. A large neighborhood search (LNS) algorithm is then applied in the second stage. The neighborhood used in this LNS is defined as the set of solutions that can be reached by relocating at most \( p \) requests. The heuristic has produced several new best solutions on instances with 100, 200 and 600 customers within at most 90 minutes of computing time. Another LNS heuristic for the VRPPDTW was later proposed by Ropke and Pisinger (2006a). As in the algorithm of Ropke and Pisinger (2006b) for the 1-M-1-PDP, the selection of removal and insertion procedures is made through a self-adjusting mechanism, which attributes a score to their previous performance. The heuristic has generally produced better solutions than those of Bent and Van Hentenryck (2006) using approximately the same computing time. Two new formulations and a branch-and-cut algorithm for the VRPPDTW and DARP were developed by Ropke et al. (2007). This article is reviewed in Sect. 4.3.2.
4.3 The dial-a-ride problem [1-1|P/D|−]

The DARP is a special case of the VRPPD in which requests are made by users needing to be transported from an origin to a destination. The DARP can have several constraints such as time windows, maximum ride times, and other quality of service related restrictions (Cordeau and Laporte 2003a, 2003b; Cordeau 2006). The main application of the DARP is the door-to-door transportation services offered for the elderly and handicapped people in many cities. Case studies have been conducted in Toronto (Desrosiers et al. 1986), Berlin (Borndörfer et al. 1997), Bologna (Toth and Vigo 1996), Copenhagen (Madsen et al. 1995), and Brussels (Rekiek et al. 2006). The minimization of user inconvenience often has to be balanced with operation costs since these objectives usually conflict. User inconvenience is taken into consideration, for instance, by assigning time windows to pickup or deliveries and setting a maximum trip time for each user. Paquette et al. (2006) have conducted a comparative study of several models that give different priorities to system cost and user inconvenience. The dial-a-ride systems can also constitute a good way of providing transportation services at reasonable cost in rural and urban regions with low population density (Magee and Nelson 2003).

4.3.1 The single vehicle dial-a-ride problem [1-1|P/D|1]

One of the first studies of the single vehicle DARP (Fig. 4) was carried out by Psaraftis (1980) who examined the immediate-request case, in which users wish to be serviced as soon as possible. The objective is to minimize a weighted combination of the total service time and user dissatisfaction. The level of dissatisfaction is a linear function of the waiting time for pickup and ride time. The problem was solved exactly by dynamic programming. The algorithm has a complexity of $O(n^3)$ and can thus solve only small instances. In a later paper Psaraftis (1983b) extended the algorithm to handle hard time windows at pickup and delivery locations. Sexton and Bodin (1985a, 1985b) have proposed a heuristic algorithm based on Benders decomposition for the single vehicle DARP. In their problem, users specify a desired delivery time and lateness is not allowed. The objective is to minimize total user inconvenience.

![Fig. 4](image-url) A DARP instance and solution with three requests. Each request consists of an origin vertex denoted by a letter, and a destination vertex denoted by the same letter preceded by a minus sign. Requests being served while the vehicle is traversing an arc are denoted by labels on the arc.
which consists of two elements. The first is the delivery time deviation, defined as the difference between the desired delivery time and the actual delivery time. The second measure is the excess ride time, which is the difference between the actual ride time and the shortest ride time. The algorithm decomposes the problem into routing and scheduling subproblems. The authors have shown that the dual of the scheduling subproblem is a network flow problem, and can thus be solved efficiently. The routing problem is solved by a heuristic based on the Benders master problem. The algorithm was tested on real problems with up to 20 users.

4.3.2 The multi-vehicle dial-a-ride problem [1-1|P/D|m]

In the multi-vehicle version of the DARP an assignment of requests to vehicles must be performed in addition to the design and scheduling of each route. As a consequence, the solution space is considerably larger than in the single vehicle DARP and, therefore, the problem becomes much more difficult to solve.

Jaw et al. (1986) have developed a heuristic procedure for the multi-vehicle DARP, where users specify either a desired pickup time or a desired delivery time, but not both. Customers must be picked-up or delivered after or before the stated time. Vehicles are not allowed to be idle while carrying users, and the objective consists of finding a compromise between cost minimization and service maximization, where service is measured by the duration of ride times and the deviations from desired pickup and delivery times. The algorithm works by inserting users in order of their earliest feasible pickup time into vehicles routes. At each step the algorithm considers all feasible ways of inserting a user in every route, and the move yielding the minimum additional cost is implemented. The authors have also developed a version of their algorithm in which more than one user is considered at the same time. Computational tests were carried out on artificial and real instances with up to 2617 users and 28 vehicles.

A modification to the heuristic of Jaw et al. (1986) was later proposed by Potvin and Rousseau (1992), who have modified the insertion procedure by keeping the best partial solutions at each iteration. This method reduces the myopic behavior of the previous heuristic. In addition, two new phases were proposed. One is an optional initialization phase that clusters some customers to create partial routes. The other is a post-optimization procedure based on customer exchanges. This heuristic produces better results than that of Jaw et al. but requires larger computational time.

Cullen et al. (1981) have developed an interactive routing heuristic for the DARP and other routing problems without time windows using a cluster-first-route-second technique. This class of algorithms first clusters customers and then designs a route for each cluster. In their heuristic Cullen, Jarvis and Ratliff solve the clustering and the routing subproblems by column generation.

Another heuristic for the multi-vehicle DARP was proposed by Roy et al. (1983) who have studied a complex version of the DARP including the following features. Requests may be to carry one or more people, with or without a wheelchair or an accompanying person, multiple service quality measures may apply, vehicle speed may vary over time, etc. Users specify either a desired pickup time (inbound requests) or a desired delivery time (outbound requests). The objective is first to minimize the total operation costs ensuring a minimum quality of service. In a post-optimization
phase, the algorithm attempts to maximize the quality of service without increasing the operational costs reached in the first phase. This heuristic is also a cluster-first-route-second method. Clusters of users are created according to a proximity relation. An affinity measure is then used to guide the parallel insertion of clusters of requests into routes. This algorithm was successfully tested on real instances with up to 578 requests. Bodin and Sexton (1986) have developed another cluster-first-route-second heuristic for the DARP with desired delivery times, where the objective is to minimize the sum of the total delivery deviation and excess ride time. The heuristic first partitions customers into clusters and constructs a tour on each cluster using the single vehicle DARP algorithm of Sexton and Bodin (1985a, 1985b). Finally a method called “swapper” attempts to move customers between routes and performs route re-optimizations.

Dumas et al. (1989) have modified the cluster-first-route-second methodology with the use of mini-clusters representing a set of users wishing to travel at more or less the same time and within the same subregion. In the formation of mini-clusters only local temporal and spatial considerations are necessary. The authors have proposed a heuristic for the multi-vehicle DARP consisting of the following steps. In the first step, a heuristic procedure extracts a set of mini-clusters from a feasible solution obtained by a simple heuristic, such as the one of Roy et al. (1983). Second, an exact column generation algorithm is used to optimally combine mini-clusters into vehicle routes. Third, each vehicle route is reoptimized using the single vehicle DARP algorithm of Desrosiers et al. (1986). Finally, an optimal schedule that minimizes the total inconvenience costs of users is obtained for each route using the scheduling algorithm of Dumas et al. (1990). Another way of constructing mini-clusters was proposed by Desrosiers et al. (1991) who used a parallel insertion method based on neighboring requests. Their notion of neighboring requests takes into account temporal and spatial proximity. Ioachim et al. (1995) have later applied an optimization technique instead of a heuristic procedure for the creation of mini-clusters. The authors have embedded the mini-cluster generation problem within a set partitioning formulation which was solved by column generation. On a real instance with 2545 requests the new method outperformed the mini-cluster parallel insertion procedure of Desrosiers et al. (1991) by almost 6%.

A sophisticated version of the DARP arising from the case of Bologna was studied by Toth and Vigo (1996). In this version of the DARP, users have different service requirements according to their disabilities, and time windows at pickup and delivery locations are imposed by the users. In addition to a fleet of vehicles, the use of taxis is allowed. The objective is to minimize total operational costs. The authors have presented a fast local search algorithm that considerably improves the solutions obtained with a parallel insertion procedure. The local search uses many neighborhood spaces arising from intra-route and inter-route moves and exchanges. Improvements were observed in computational experiments on real-life instances with about 300 customers. Toth and Vigo (1997) have later replaced their local search algorithm with a tabu thresholding algorithm (Glover 1995).

Cordeau and Laporte (2003b) have developed a tabu search heuristic for the DARP with time windows, where the objective is to minimize routing costs. During the search infeasible solutions are allowed through the use of a relaxation mechanism with self-adjusting penalty coefficients. The search algorithm works by removing
a request from one route and inserting it into another. During a candidate evaluation a minimum duration schedule that does not increase the time window and ride-time violations is computed. The algorithm was tested on randomly generated instances with up to 144 requests and on real-life instances having 200 and 295 requests. A branch-and-cut algorithm was later developed by Cordeau (2006) for the same problem. This algorithm uses several new valid inequalities for the DARP as well as known inequalities for other vehicle routing problems. The algorithm was able to solve to optimality instances of up to 32 requests and four vehicles within a computing time limit of four hours. Another branch-and-cut algorithm for the DARP and the VRPPDTW was developed by Ropke et al. (2007). The authors have adapted known constraints to the new formulations and they have introduced two new families of inequalities. Experimental results have shown that these approaches are considerably faster than the one used in Cordeau (2006).

4.4 The vehicle routing problem with pickups, deliveries and transshipments

In the Vehicle Routing Problem with Pickups, Deliveries and Transshipments (VRPPDT) objects can be transported by different vehicles on their path from the source to the destination. This is achieved by letting vehicles drop and pickup objects at specific points called transshipment (or transfer) points. The VRPPDT contains the same restrictions as the VRPDP except that the set of transfer points is not empty. Due to the existence of transshipment points, the number of solutions of the VRPPDT is much larger than in the standard VRPDP. This flexibility allows the satisfaction of more requests but poses the challenge of creating efficient methods to find optimal solutions in such a large solution space.

Cortés et al. (2007) have proposed a mixed integer linear programming model for the dial-a-ride version of the VRPPDT with time windows. The authors have implemented a branch-and-cut algorithm based on a decomposition method and solved very small instances with up to eight customers and one transshipment point. Finally, Mitrović-Minić and Laporte (2006) have developed a two-phase heuristic algorithm for the VRPPDT with time windows. The first phase uses cheapest insertions, and the second is an improvement phase based on request reinsertions. Requests can be split within both phases to allow transshipment. The heuristic has solved randomly generated instances with up to 100 requests and four transshipment points. The authors have concluded that significant gains can be obtained by allowing transfers when requests are clustered.

5 Conclusions

We have provided an overview of static pickup and delivery problems (PDPs). The main relationships between these problems are depicted in Fig. 5. We have proposed a general framework embedding a large collection of PDPs. The literature on these problems is growing fast with the advent and development of new sophisticated exact and heuristic algorithms. We hope this survey will stimulate further research in this area.
Fig. 5 A classification scheme for pickup-and-delivery problems. * The single vehicle Hamiltonian 1-M-1-PDP with combined demands is equivalent to the single vehicle 1-M-1-PDP with single demands and mixed solutions. ** The 1-M-1-PDP with combined demands and double-path solution is equivalent to the 1-M-1-PDP with single demands and backhauls.
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